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IMPROVING NEURAL MACHINE TRANSLATION FOR LOW-RESOURCE

LANGUAGES

Abstract

by

Toan Q. Nguyen

Neural Machine Translation (NMT), which exploits the power of continuous represen-

tation and neural networks, has become the de facto standard choice in both academic re-

search and industry. While the early non-attentional, recurrent neural network-based NMT

already showed impressive performance, with the invention of the attention mechanism,

it has been pushed further and achieved state-of-the-art performance. However, like other

neural networks, these NMT systems are often data-hungry and require millions of training

examples to achieve competitive results.

Unfortunately, only a few language pairs have this privilege. Most fall into the low-

resource domain and often have only around 100k training sentence pairs or less. Some

examples could be the LORELEI1 or IWSLT datasets. This lack of data is particularly

critical for the early recurrent neural network-based NMT systems, which are often outper-

formed by the traditional Phrase-based Machine Translation (PBMT) ones in low-resource

scenarios. It also means more advanced techniques are required to effectively train a good

NMT system for low-resource languages.

In this dissertation, I will show that with better use of training data, better normal-

ization or improved model architecture, we can in fact build a competitive NMT system

with only limited data at hand. On data, I propose two simple methods to improve NMT

1https://www.darpa.mil/program/low-resource-languages-for-emergent-incidents
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performance by better exploiting training resources. The first approach makes use of the

relationship between languages for better transfer learning from one language pair to the

other. The second one is a simple data augmentation via concatenation which can yield

on average +1 BLEU on several language pairs. On normalization, I show how simple `2-

based normalization at word embedding and hidden state levels can significantly improve

translation for low-resource languages, with a particular focus on rare words. Finally, on

model architecture, I investigate three simple yet effective changes. First, I propose a sim-

ple lexical module which can alleviate the mistranslation issue for rare words. Second,

I study the Transformer model and show how a simple rearrangement of its components

can improve both training and performance for low-resource languages. Lastly, I explore

the untied positional attention in Transformer and demonstrate how it can improve both

performance and interpretability.
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CHAPTER 1

INTRODUCTION

Neural Machine Translation (NMT) is part of the sequence-to-sequence learning frame-

work using neural networks. First introduced by Sutskever et al. [83], the model consists

of an encoder which encodes the source sentence into a fixed-length vector, from which

the decoder generates the target sentence. While achieving impressive results, this model

still performs well below traditional phrase-based systems (PBMT). As pointed out by Cho

et al. [11], the main reason lies in the limited capacity of the fixed-length vector repre-

sentation to encode long sentences. To address this problem, Bahdanau et al. [6] invent

the attention mechanism which allows the decoder to, at every time step, dynamically se-

lect a subset of encoder outputs to focus on instead of relying on a fixed-length repre-

sentation. This encoder-decoder-attention model significantly improves NMT translation

on long sentences and is the first NMT system to achieve comparable performance with

phrase-based ones.

Even though Bahdanau et al. [6] successfully train a NMT model that outperforms

the PBMT system, they only experiment on a large dataset (348M tokens were used for

training). Most languages in the world do not fall in this high-resource category. For

example, the LORELEI1 datasets often have only a few thousands to around 100k sentence

pairs per language pair. Like other neural networks, NMT is known for being data-hungry

which makes it difficult to train a good NMT system for such low-resource languages. In

fact, Zoph et al. [100] show that out-of-the-box NMT systems perform significantly poorer

1https://www.darpa.mil/program/low-resource-languages-for-emergent-incidents
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for NMT in this domain. Most notably, Koehn and Knowles [38] quantitatively showed that

NMT needed up to around 100M tokens of training data to match PBMT’s performance

(Figure 1.1). Digging deeper, Arthur et al. [4] point out that NMT often makes more

mistakes for rare words than PBMT, which I will demonstrate in chapter 5 is a critical

problem for low-resource languages.

This dissertation consists of four reviewed publications [57, 58, 59, 60] and one unfin-

ished work. They are all under a common theme that we can improve NMT performance

for low-resource languages via better data exploitation, better modeling, or better nor-

malization. Specifically:

Better data exploitation: In chapter 3, I show that we can improve NMT performance

on a language pair using another related language pair by exploiting their similarities at

subword level. In chapter 4, I study a simple but effective method for data augmentation

via concatenation for low-resource NMT and explain why it works.

Better modeling: I show that we can improve NMT by using a better neural network

architecture. In particular, for RNN-based NMT, I propose a lexical module which can

significantly alleviates the rare word mistranslation problem (chapter 5). For Transformer,

I suggest a better placement of layer normalization and residual connections which helps

to improve stability of training (chapter 6). Finally, in chapter 7, I study a simple change

to Transformer’s attention by untying positional attention from word attention. I show how

this could significantly improve performance for low-resource language pairs and helps

with model interpretability.

Better normalization: I show that using simple `2 normalization, we can improve both

the rare word mistranslation and training (chapter 5 and 6).

2
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Figure 3: BLEU scores for English-Spanish sys-
tems trained on 0.4 million to 385.7 million
words of parallel data. Quality for NMT starts
much lower, outperforms SMT at about 15 mil-
lion words, and even beats a SMT system with a
big 2 billion word in-domain language model un-
der high-resource conditions.

How do the data needs of SMT and NMT com-
pare? NMT promises both to generalize better (ex-
ploiting word similary in embeddings) and condi-
tion on larger context (entire input and all prior
output words).

We built English-Spanish systems on WMT
data,7 about 385.7 million English words paired
with Spanish. To obtain a learning curve, we used

1
1024 , 1

512 , ..., 1
2 , and all of the data. For SMT, the

language model was trained on the Spanish part of
each subset, respectively. In addition to a NMT
and SMT system trained on each subset, we also
used all additionally provided monolingual data
for a big language model in contrastive SMT sys-
tems.

Results are shown in Figure 3. NMT ex-
hibits a much steeper learning curve, starting with
abysmal results (BLEU score of 1.6 vs. 16.4 for

1
1024 of the data), outperforming SMT 25.7 vs.
24.7 with 1

16 of the data (24.1 million words), and
even beating the SMT system with a big language
model with the full data set (31.1 for NMT, 28.4
for SMT, 30.4 for SMT+BigLM).

7Spanish was last represented in 2013, we used data from
http://statmt.org/wmt13/translation-task.html

Src: A Republican strategy to counter the re-election
of Obama

1
1024

Un órgano de coordinación para el anuncio de
libre determinación

1
512

Lista de una estrategia para luchar contra la
elección de hojas de Ohio

1
256

Explosión realiza una estrategia divisiva de
luchar contra las elecciones de autor

1
128

Una estrategia republicana para la eliminación
de la reelección de Obama

1
64

Estrategia siria para contrarrestar la reelección
del Obama .

1
32

+ Una estrategia republicana para contrarrestar la
reelección de Obama

Figure 4: Translations of the first sentence of
the test set using NMT system trained on varying
amounts of training data. Under low resource con-
ditions, NMT produces fluent output unrelated to
the input.

The contrast between the NMT and SMT learn-
ing curves is quite striking. While NMT is able to
exploit increasing amounts of training data more
effectively, it is unable to get off the ground with
training corpus sizes of a few million words or
less.

To illustrate this, see Figure 4. With 1
1024 of the

training data, the output is completely unrelated to
the input, some key words are properly translated
with 1

512 and 1
256 of the data (estrategia for strat-

egy, elección or elecciones for election), and start-
ing with 1

64 the translations become respectable.

3.3 Rare Words

Conventional wisdom states that neural machine
translation models perform particularly poorly on
rare words, (Luong et al., 2015; Sennrich et al.,
2016b; Arthur et al., 2016) due in part to the
smaller vocabularies used by NMT systems. We
examine this claim by comparing performance on
rare word translation between NMT and SMT
systems of similar quality for German–English
and find that NMT systems actually outperform
SMT systems on translation of very infrequent
words. However, both NMT and SMT systems
do continue to have difficulty translating some
infrequent words, particularly those belonging to
highly-inflected categories.

For the neural machine translation model, we
use a publicly available model8 with the training
settings of Edinburgh’s WMT submission (Sen-
nrich et al., 2016a). This was trained using Ne-

8https://github.com/rsennrich/wmt16-scripts/

31

Figure 1.1: Performance of PBMT and NMT with different amount of data (Koehn and
Knowles [38])
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Thesis statement: While NMT inherently requires large amount of data for training, with

better data exploitation, better modeling, and better normalization we can successfully

train strong NMT systems for low-resource languages.

4



CHAPTER 2

BACKGROUND

Because NMT is a sequence-to-sequence learning problem, the apparent choice for the

encoder or decoder architecture is recurrent neural networks (RNNs). Oftentimes, RNN

variants such as LSTM [27] or GRU [12] are used. On the other hand, Transformer [87]

takes a radical departure from this. This model relies entirely on the attention mechanism

for the encoder to compute source sentence representation and for the decoder to remember

which part of the target sentence has been decoded so far. Aside from its state-of-the-art

performance, Transformer is also appealing for its train-time parallelism which better ex-

ploits the power of graphics processing units (GPUs). Transformer was not the first to

replace RNNs; in fact, an earlier work by Gehring et al. [17] uses convolutional neural net-

works (CNN) instead of LSTM and achieves state-of-the-art performance on many NMT

tasks. However, since Transformer has been shown to perform better and has become the

de facto choice for NMT, I will discuss only it in this document and refer readers to Gehring

et al. [17] for more details of the CNN-based approach.

In this chapter, I will provide a rough overview of the RNN-based and attention-based

(Transformer) NMT models. [83, 12, 6, 11, 49] are good resources for a more complete

picture of the former. For the latter, aside from the original work [87], Rush [71] provides

a complete dissection on the model and is a good reference for implementation.

2.1 RNN-based NMT

A RNN-based NMT often consists of a source embedding Ws ∈ R
d×Vx , a target input

embedding Wy ∈ R
d×Vy , a target output embedding Wo ∈ R

Vy×d, an encoder f and a de-
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14

Tôi là Toán . <bos> name is

ct

ht

hs

h̃t

tên My

is

Figure 2.1: An RNN-based NMT with attention model. The encoder is represented in blue,
the decoder is in red and the attention mechanism is in brown. Best viewed in color.

coder g. Vx, Vy, d are source vocabulary size, target vocabulary size and embedding size,

respectively. Both f and g are some variants of RNN; typically, an LSTM or a GRU is

used.

Each source sentence is represented as a sequence of one-hot vectors (x1, · · · , xLx), xi ∈

RVx , with Lx being the source sentence length. The input to the encoder is:

x = (Wsx1, · · · ,WsxLs) (2.1)

The encoder reads in this sequence step-by-step and generates, at time step s, an output

vector hs = f (xs, hs−1). The decoder works similarly and generates, at time step t, an output

vector ht = g(yt, ht−1). This ht is used by the attention mechanism to calculate a weight αs

for each hs. The context vector ct is then simply a weighted sum over all encoder outputs:

ct =

Lx∑
s=1

αshs (2.2)
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While I refer readers to [6] or [49] for other ways to calculate αs, a simple approach

called dot product by Luong et al. [49] is:

es = hT
t hs (2.3)

αs =
exp(es)∑Lx

s′=1 exp(es′)
(2.4)

The decoder output ht and context vector ct are combined, either by a nonlinear feed-

forward neural network or simply summed together, to produce the final output vector h̃t.

Finally, the predicted probability of the t-th target word is:

p(yt | y<t, x) = softmax(Woh̃t) (2.5)

The model is trained to maximize the conditional probability:

p(y | x) =

Ly∏
t=1

p(yt | y<t, x) (2.6)

with Ly be the target sentence length.

Figure 2.1 gives a visual representation of these architectural mechanisms.

2.2 Transformer

The main difference between Transformer model and an RNN-based NMT model is

Transformer replaces the RNN with the self-attention mechanism as shown in Figure 2.2.

While I refer readers to Vaswani et al. [87] for a more complete formulation, in this section

I will briefly describe four main components of Transformer.

Multi-head Attention In Transformer, each attention layer could have multiple heads

whose outputs are combined at the end. Given an input source sequence x = (x1, · · · , xLs), xi ∈

Rd, we can pack this sequence into a matrix X = concat(x), X ∈ RLs×d. The i-th attention

7



Figure 1: The Transformer - model architecture.

wise fully connected feed-forward network. We employ a residual connection [10] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the

3

Figure 2.2: The Transformer model architecture [87]
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head maps the input X into a query (Q), a key (K), and a value (V):

Q = XWQ
i (2.7)

K = XWK
i (2.8)

V = XWV
i (2.9)

where WQ
i ,W

K
i ,W

V
i ∈ R

d×dk are learnable variables. The output of the i-th attention head

is then defined as:

Hi = softmax
(

QKT

√
dk

)
V (2.10)

These matrices Hi are then combined and mapped to the final output:

H = concat(H1, · · · ,Hn)WO (2.11)

where WO ∈ Rd×d is also a learnable parameter.

Oftentimes, we set d = ndk so that there is no increase in both number of parameters

or computations compared to using a single attention model. It works similarly on the

decoder, but we also need to make sure it does not see the future. This can be done by

simply setting the corresponding values within the softmax in equation 2.10 to −∞. Since

these two attention mechanisms allow encoder or decoder to attend to themselves, they are

also called self-attention. At each decoder layer, the decoder also employs a similar atten-

tion mechanism to attend to encoder’s output, we call this cross-attention. One important
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change is:

Q = YWQ
i (2.12)

K = XWK
i (2.13)

V = XWV
i (2.14)

where X is the encoder’s output, Y is the current decoder’s output.

Feed-forward Networks The second important component of Transformer is the feed-

forward networks. This is essentially two linear layers with RELU [19]:

FFN(X) = max(0, XW1 + b1)W2 + b2 (2.15)

where W1 ∈ R
d×d f f , Ww ∈ R

d f f×d, b1, b2 ∈ R
d
f f , d f f > d.

Layer Normalization and Residual Connection Residual connections [24] are em-

ployed at every sublayer of Transformer. This means the input to each multi-head attention

or feed-forward layer is summed element-wise to their output. The output from each resid-

ual addition is then fed through a layer normalization layer [5]. The placement of the layer

normalization is actually very important to Transformer’s stability which we will discuss

in section 6.

Positional Encoding To let Transformer be aware of the order of the sequence, we use

a cosine positional embedding which is defined as:

PE(pos,2i) = sin(
pos

100002i/d ) (2.16)

PE(pos,2i+1) = cos(
pos

100002i/d ) (2.17)

This positional embedding is simply summed element-wise with the word embedding

before being fed into the encoder and decoder.
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CHAPTER 3

TRANSFER LEARNING ACROSS LOW-RESOURCE, RELATED LANGUAGES FOR

NEURAL MACHINE TRANSLATION

In this chapter, I will introduce the first data exploitation method. More specifically,

I show how we can make use of the relatedness between languages to improve transfer

learning from one language pair to another. The content of this part was published at

IJCNLP 2017 [58].

Abstract We present a simple method to improve neural translation of a low-resource

language pair using parallel data from a related, also low-resource, language pair. The

method is based on the transfer method of Zoph et al., but whereas their method ignores any

source vocabulary overlap, ours exploits it. First, we split words using Byte Pair Encoding

(BPE) to increase vocabulary overlap. Then, we train a model on the first language pair

and transfer its parameters, including its source word embeddings, to another model and

continue training on the second language pair. Our experiments show that transfer learn-

ing helps word-based translation only slightly, but when used on top of a much stronger

BPE baseline, it yields larger improvements of up to 4.3 BLEU.

3.1 Introduction

A common strategy to improve learning of low-resource languages is to use resources

from related languages [54]. However, adapting these resources is not trivial. NMT offers

some simple ways of doing this. For example, Zoph et al. [100] train a parent model

on a (possibly unrelated) high-resource language pair, then use this model to initialize a
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child model which is further trained on a low-resource language pair. In particular, they

showed that a French-English model could be used to improve translation on a wide range

of low-resource language pairs such as Hausa-, Turkish-, and Uzbek-English.

In this chapter, we explore the opposite scenario, where the parent language pair is also

low-resource, but related to the child language pair. We show that, at least in the case of

three Turkic languages (Turkish, Uzbek, and Uyghur), the original method of Zoph et al.

[100] does not always work, but it is still possible to use the parent model to considerably

improve the child model.

The basic idea is to exploit the relationship between the parent and child language

lexicons. Zoph et al.’s original method makes no assumption about the relatedness of the

parent and child languages, so it effectively makes a random assignment of the parent-

language word embeddings to child-language words. But if we assume that the parent and

child lexicons are related, it should be beneficial to transfer source word embeddings from

parent-language words to their child-language equivalents.

Thus, the problem amounts to finding a representation of the data that ensures a suf-

ficient overlap between the vocabularies of the languages. To do this, we map the source

languages to a common alphabet and use Byte Pair Encoding (BPE) [78] on the union of

the vocabularies to increase the number of common subwords.

In our experiments, we show that transfer learning helps word-based translation, but

not always significantly. But when used on top of a much stronger BPE baseline, it yields

larger and statistically significant improvements. Using Uzbek as a parent language and

Turkish and Uyghur as child languages, we obtain improvements over BPE of 0.8 and 4.3

BLEU, respectively.

3.2 Method

The basic idea of our method is to extend the transfer method of Zoph et al. [100] to

share the parent and child’s source vocabularies, so that when source word embeddings are
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transferred, a word that appears in both vocabularies keeps its embedding. In order for this

to work, it must be the case that the parent and child languages have considerable vocabu-

lary overlap, and that when a word occurs in both languages, it often has a similar meaning

in both languages. Thus, we need to process the data to make these two assumptions hold

as much as possible.

3.2.1 Transliteration

If the parent and child language have different orthographies, it should help to map

them into a common orthography. Even if the two use the same script, some transfor-

mation could be applied; for example, we might change French -eur endings to Spanish

-or. Here, we take a minimalist approach. Turkish and Uzbek are both written using Latin

script, and we did not apply any transformations to them. Our Uyghur data is written in

Arabic script, so we transliterated it to Latin script using an off-the-shelf transliterator.1

The transliteration is a string homomorphism, replacing Arabic letters with English letters

or consonant clusters independent of context.

3.2.2 Segmentation

To increase the overlap between the parent and child vocabularies, we use BPE to break

words into subwords. For the BPE merge rules to not only find the common subwords

between two source languages but also ensure consistency between source and target seg-

mentation among each language pair, we learn the rules from the union of source and target

data of both the parent and child models. The rules are then used to segment the corpora.

It is important to note that this results in a single vocabulary, used for both the source and

target languages in both models.

1https://cis.temple.edu/~anwar/code/latin2uyghur.html
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TABLE 3.1

NUMBER OF TOKENS (×106) AND SENTENCES (×103) IN TRAINING

DATA

word-based BPE 5k BPE 60k

model toks sents toks sents toks sents

Uzb par 1.5 102 2.4 92 1.9 103

Tur chd 0.9 56 1.5 50 1.2 57

Uzb par 1.5 102 2.4 90 2.0 103

Uyg chd 1.7 82 2.1 77 2.0 88

3.3 Experiments

We used Turkish-, Uzbek-, and Uyghur-English parallel texts from the LORELEI pro-

gram. We tokenized all data using the Moses toolkit [39]; for Turkish-English experiments,

we also truecased the data. For Uyghur-English, the word-based models were trained in the

original Uyghur data written in Arabic script; for BPE-based systems, we transliterated it

to Latin script as described above.

For the word-based systems, we fixed the vocabulary size and replaced out-of-vocabulary

words with _UNK. We tried different sizes for each language pair; however, each word-based

system’s target vocabulary size is limited by that of the child, so we could only use up to

45,000 word types for Turkish-English and 20,000 for Uyghur-English.

The BPE-based systems could make use of bigger vocabulary size thanks to the com-

bination of both parent and child source and target vocabularies. We varied the number of

BPE merge operations from 5,000 to 60,000. Instead of using a fixed vocabulary cutoff,
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we used the full vocabulary; to ensure the model still learns how to deal with unknown

words, we trained on two copies of the training data: one unchanged, and one in which

all rare words (whose frequency is less than 5) were replaced with _UNK. Accordingly, the

number of epochs was halved.

Following common practice, we fixed an upper limit on training sentence length (dis-

carding longer sentences). Because the BPE-based systems have shorter tokens and there-

fore longer sentences, we set this upper limit differently for the word-based and BPE-based

systems to approximately equalize the total size of the training data. This led to a limit of

50 tokens for word-based models and 60 tokens for BPE-based models. See Table 3.1 for

statistics of the resulting datasets.

We trained using Adadelta [96], with a minibatch size of 32 and dropout with a dropout

rate of 0.2. We rescaled the gradient when its norm exceeded 5. For the Uzbek-English

to Turkish-English experiment, the parent and child models were trained for 100 and 50

epochs, respectively. For the Uzbek-English to Uyghur-English experiment, the parent and

child models were trained for 50 and 200, respectively. As mentioned above, the BPE

models were trained for half as many epochs because their data is duplicated.

We used beam search for translation on the dev and test sets. Since NMT tends to favor

short translations [11], we use the length normalization approach of Wu et al. [94] which

uses a different score s(e | f ) instead of log-probability:

s(e | f ) =
log p(e | f )

lp(e)

lp(e) =
(5 + |e|)α

(5 + 1)α
.

We set α = 0.8 for all of our experiments.

We stopped training when the tokenized BLEU score was maximized on the develop-

ment set. We also optimized the vocabulary size and the number of BPE operations for the

word-based and BPE-based systems, respectively, to maximize the tokenized BLEU on the
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development set.

After translation at test time, we rejoined BPE segments, recased, and detokenized.

Finally, we evaluated using case-sensitive BLEU.

As a baseline, we trained a child model using BPE but without transfer (that is, with

weights randomly initialized). We also compared against a word-based baseline (without

transfer) and two word-based systems using transfer without vocabulary-sharing, corre-

sponding with the method of Zoph et al. [100]: one where the target word embeddings are

fine-tuned, and one where they are frozen.

3.4 Results and Analysis

Our results are shown in Table 3.2. In this low-resource setting, we find that transferring

word-based models does not consistently help. On Turkish-English, both transfer methods

give only a statistically insignificant improvement (p > 0.05); on Uyghur-English, transfer

without freezing target embeddings helps somewhat, but transfer with freezing helps only

insignificantly.

In both language pairs, the models that use BPE perform much better than their word-

based counterparts. When we apply transfer learning to this much stronger baseline, we

find that the relative improvements actually increase; that is, the combined effect of BPE

and transfer learning is more than additive. On Turkish-English, the improvement is +0.8

BLEU over the BPE baseline; on Uyghur-English, a healthy +4.3 over the BPE baseline.

A similar pattern emerges when we examine the best BLEU scores on the development

set (Figure 3.1). Whereas word-based transfer methods help very little for Turkish-English,

and help or hurt slightly for Uyghur-English, our BPE-based transfer approach consistently

improves over both the baseline and transfer word-based models. We surmise that the

improvement is primarily due to the vocabulary overlap created by BPE (see Table 3.3).
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TABLE 3.2

TEST BLEU SCORES

baseline transfer transfer+freeze

BLEU size BLEU size BLEU size

Tur-Eng
word-based 8.1 30k 8.5∗ 30k 8.6∗ 30k

BPE 12.4 10k 13.2† 20k — —

Uyg-Eng
word-based 8.5 15k 10.6† 15k 8.8∗ 15k

BPE 11.1 10k 15.4‡ 8k — —

Whereas transfer learning at word-level does not always help, our method consistently yields a sig-
nificant improvement over the stronger BPE systems. Scores are case-sensitive test BLEU. Key: size =
vocabulary size (word-based) or number of BPE operations (BPE). The symbols † and ‡ indicate statisti-
cally significant improvements with p < 0.05 and p < 0.01, respectively, while ∗ indicates a statistically
insignificant improvement (p > 0.05).

TABLE 3.3

AMOUNT OF CHILD’S SOURCE TYPES THAT APPEAR IN PARENT

task settings train dev

Tur-Eng
word-based 30k 3.9% 3.6%

BPE 20k 58.8% 25.0%

Uyg-Eng
word-based 15k 0.5% 1.7%

BPE 8k 57.2% 48.5%
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Figure 3.1. Tokenized dev BLEU scores for various settings as a function of the
number of word/subword types. Key: baseline = train child model only; transfer

= train parent, then child model; +freeze = freeze target word embeddings in
child model.
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CHAPTER 4

DATA AUGMENTATION BY CONCATENATION FOR LOW-RESOURCE

TRANSLATION: A MYSTERY AND A SOLUTION

In the previous chapter, we have looked into how to exploit the relatedness between

languages to improve transfer learning from one language pair to the other. In this one,

I will introduce another method to make use of training data. In particular, I will show

how pseudo-data from concatenation of training sentences can improve performance for

low-resource settings. This chapter appeared as a publication at IWSLT 2021 [60].

Abstract In this chapter, we investigate the driving factors behind concatenation, a sim-

ple but effective data augmentation method for low-resource neural machine translation.

Our experiments suggest that discourse context is unlikely the cause for concatenation

improving BLEU by about +1 across four language pairs. Instead, we demonstrate that

the improvement comes from three other factors unrelated to discourse: context diversity,

length diversity, and (to a lesser extent) position shifting.

4.1 Introduction

Many attempts have been made to augment neural machine translation (MT) systems

to use discourse context [33, 80, 75, 98, 82, 42, 35, 85, 99, 31]. One particularly simple

method is to concatenate consecutive pairs of sentence-pairs during training, but not during

translation [86, 56, 40].1 In this chapter, we confirm that this simple method helps, by

1As this work was being finalized, Kondo et al. [40] published independent work also presenting random
concatenation as data augmentation for NMT. They find that concatenation helps the model translate long
sentences better, while the focus of the present paper is to explain thoroughly why it helps.

19



roughly +1 BLEU across four low-resource language pairs. But we demonstrate that the

reason it helps is not discourse context, because concatenating random pairs of sentence-

pairs yields the same improvement.

Instead, we view concatenation as a kind of data augmentation or noising method (one

which pleasantly requires no alteration to the text, unlike data augmentation methods that

disturb word order [7, 2] or replace words with automatically-selected words [16, 15, 93]).

Concatenating random sentences is easier than concatenating consecutive sentences, be-

cause many parallel corpora discard document boundaries, drop sentence-pairs, or even

reorder sentence-pairs, so it can be difficult to know which sentence-pairs are truly con-

secutive.

But the fact that random concatenation helps so much creates a mystery, which is the

focus of the paper. If the reason is not discourse context, what is the reason? We consider

three new hypotheses:

• Random concatenation creates greater diversity of positions, because it lets the model
see sentences shifted by effectively random distances.

• Random concatenation creates greater diversity of contexts, helping the model learn
what not to attend to.

• Random concatenation creates greater diversity of sentence lengths within a mini-
batch.

Through a careful ablation study, we demonstrate that all three of these factors more or less

contribute to the improvement, and together completely explain the improvement.

4.2 Concatenation

We first present the concatenation methods and confirm that they improve low-resource

translation.
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4.2.1 Methods

Let Dorig = {(xi, yi) | i = 1, . . . ,N} be the original training data. We consider two

concatenation strategies:

CONSEC Concatenate consecutive sentence-pairs: Dnew = {(xixi+1, yiyi+1) | i = 1, . . . ,N −
1}.

RAND Same as CONSEC, but randomly permute Dorig before concatenation.

For example, consider the following en→vi sentence pairs:

And I think back . → Và tôi nghĩ lại .

I think back to my father . → Tôi nghĩ lại về cha tôi .

With <BOS>/<EOS> markings, the concatenated sentence-pairs would be:

source input: And I think back . <EOS> I think back to my father . <EOS>

target input: <BOS> Và tôi nghĩ lại . <BOS> Tôi nghĩ lại về cha tôi .

target output: Và tôi nghĩ lại . <EOS> Tôi nghĩ lại về cha tôi . <EOS>

Since consecutive training examples often come from the same document, CONSEC lets

the model look at some of the discourse context during training. In RAND, however, the

concatenated sentences are almost always unrelated. In both cases, we train models on the

combined data, Dorig ∪ Dnew.

4.2.2 Initial experiments

We experiment on four low-resource language pairs: {Galician, Slovak} to English and

English to {Hebrew, Vietnamese} [70, 47] using Transformer [87]. We use the same setup

as Nguyen and Salazar [59], with PreNorm, FixNorm and ScaleNorm, as it has been shown

to perform well on low-resource tasks. Since the data comes pre-tokenized, we only apply

BPE. Data statistics and hyper-parameters are summarized in Table 6.1.
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TABLE 4.1

DATA AND MODEL STATISTICS

train/dev/test sents. (x1000) train steps/epoch epochs layers heads dropout BPE

gl→en 10/0.68/1 100 1000 4 4 0.4 3k

sk→en 61/2.27/2.45 600 200 6 8 0.3 8k

en→vi 133/1.55/1.27 1500 200 6 8 0.3 8k

en→he 210/4.52/5.51 2000 200 6 8 0.3 8k

For baseline, the training data is Dorig. For concatenation, we first create Dnew, then

combine it with Dorig to create the training data. Following Morishita et al. [52], we ran-

domly shuffle the training data and read it in chunks of 10k examples. Each chunk is sorted

by source length before being packed into minibatches of roughly 4096 source/target tokens

each.

We calculate tokenized BLEU using multi-bleu.perl [39] and measure statistical

significance using bootstrap resampling [37].

As seen in Table 4.2, concatenation consistently outperforms the baseline across all

datasets with significant improvement (p < 0.01) on almost every case. We observe that

there is generally more improvement with less training data. For example, en→he with

more than 200k training examples gets only +0.5 BLEU, but gl→en with only 10k sen-

tences achieves +1.3 BLEU. On average, this method yields +1 BLEU over all four lan-

guage pairs. We can also see that concatenating consecutive or random sentence pairs

results in similar performance. For this reason, all the following ablation studies are con-

ducted with RAND unless noted otherwise
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TABLE 4.2

CONCATENATION RESULTS

gl→en sk→en en→vi en→he average

dev test dev test dev test dev test dev ∆ test ∆

baseline 22.9 20.7 29.2 30.3 29.0 32.7 30.3 28.1 27.8 28.0

CONSEC 24.9 22.9† 30.3 31.5† 29.2 33.5† 30.6 28.6† 28.8 +1.0 29.1 +1.1

RAND 25.3 23.1† 30.3 31.6† 29.2 33.0 30.8 28.5† 28.9 +1.1 29.0 +1.0

Consecutive (CONSEC) and random (RAND) concatenation give the same BLEU improvement across
our four low-resource language pairs. † = statistically significant improvement on the test set compared to
baseline (p < 0.01).

4.3 Analysis

Why does a method as simple as concatenation help so much? We reject the initial

hypothesis that the model is assisted by discourse context (§4.3.1) and consider three new

hypotheses related to data augmentation (§4.3.2–§4.3.4).

4.3.1 Discourse context

Since consecutive sentences often come from the same document, CONSEC provides the

model with more discourse context during training. For RAND, however, the two sentences

in a generated example are unlikely to have any relation at all. Despite this difference, we

can see from Table 4.2 that both CONSEC and RAND achieve similar performance.

To better understand whether discourse context plays any role here, we conduct a simple

experiment. We perform concatenation just as in CONSEC and RAND, but on the dev set (as

well as the training set), and measure BLEU on the concatenated dev set. The new BLEU

scores are shown in Table 4.3, showing that even having discourse context available at

translation time does not enable CONSEC to do better than RAND. While we acknowledge
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TABLE 4.3

DEV BLEU SCORES FOR CONSEC AND RAND

dev BLEU

gl→en sk→en en→vi en→he avg

CONSEC 23.5 29.6 29.7 31.1 28.5

RAND 24.0 29.2 29.4 31.3 28.5

Even when we concatenate consecutive sentence-pairs during translation, CONSEC does not outperform
RAND. All BLEU scores in this table are computed on concatenated versions of the dev sets, and so are not
comparable with the scores in other tables.

that there could be improvement due to discourse context that is not captured by BLEU, we

can also say that the gain in BLEU that we do observe with concatenation is independent

of the availability of discourse context.

4.3.2 Position shifting

Since the Transformer uses absolute positional encodings, if a word is observed only

a few times, the model may have difficulty generalizing to occurrences in other positions.

Moreover, if there are too few long sentences, the model may have difficulty translating

words very far from the start of the sentence. In concatenation, the second sentence is

shifted by a random distance n with n being the first sentence’s length in the sense that its

positions are indexed from n instead of 0. We hypothesize that this allows the model to see,

and thus, to be better-trained on more positions.

If the improvement indeed comes from position shifting, we should be able to reproduce

it without concatenation. In concatenation, we train on Dorig ∪ Dnew. While Dnew has

the same number of sentences as Dorig (§4.2.1), each sentence is a concatenation of two
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TABLE 4.4

POSITION SHIFTING ABLATION STUDY

Row gl→en sk→en en→vi en→he avg ∆

1 baseline 22.9 29.2 29.0 30.3 27.8

2 baseline + sim-shift 22.7 29.8† 29.0 30.4 28.0 +0.2

3 baseline + uniform-shift 23.8 29.8† 29.3 30.5 28.4 +0.6

4 RAND 25.3† 30.3† 29.2 30.8† 28.9 +1.1

5 RAND + uniform-shift 25.5† 30.7† 29.14 30.7† 29.0 +1.2

Position shifting improves accuracy somewhat, but the version of position shifting that mimics that of
concatenation (sim-shift) gives less of an improvement than shifting by distances uniformly sampled from
[0, 100] (uniform-shift). All BLEU scores are on dev sets. † = statistically significant improvement compared
to baseline (p < 0.01).

sentences in Dorig. This means that in total, 1/3 of sentences are shifted. So, we simulate

the position-shifting that occurs in concatenation as follows. For each sentence-pair ( fi, ei)

in the training data, with probability 1/3, choose a random training sentence pair ( f j, e j)

and shift fi by | f j| and ei by |e j|. We call this system sim-shift.

We also try a more uniform shifting method, called uniform-shift, in which we sample,

with probability 0.1, distances s and t uniformly from [0, 100] and shift fi by s and shift ei

by t.

Lines 1–3 in Table 4.4 show that both uniform-shift and sim-shift do help somewhat.

Surprisingly, sim-shift is outperformed by uniform-shift, especially for gl→en with a gap of

0.9 BLEU. We attribute this to the fact that uniform-shift tends to shift sentences for longer

distances and hence better generalizes to longer sentences. Indeed, as shown in Figure 4.1

(bottom), most training sentences in gl→en are shorter than 60. In Figure 4.1 (top), we

see that uniform-shift outperforms sim-shift by the largest margin on the longest sentences.

Nevertheless, adding uniform-shift on top of RAND (Table 4.4, row 5) only improves it very
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TABLE 4.5

FEATURE ABLATION STUDY

Row gl→en sk→en en→vi en→he avg ∆

1 RAND 25.3† 30.3† 29.2 30.8† 28.9

2 RAND + mask 24.3† 30.0† 28.9 30.6 28.5 −0.4

3 RAND + sep-batch 24.9† 30.1† 29.1 30.6 28.7 −0.2

4 RAND + mask + sep-batch 23.2 29.8† 29.3 30.5 28.2 −0.7

5 RAND + mask + sep-batch + reset-pos 23.1 29.6† 28.9 30.5 28.0 −0.9

6 baseline 22.9 29.2 29.0 30.3 27.8 −1.1

Masking attention to prevent concatenated sentences from attending to one another (mask) reduces
accuracy. Forming minibatches so as to prevent concatenation from increasing length diversity (sep-batch)
also reduces accuracy. When we do both and also remove the effect of position shifting (reset-pos), we
eliminate essentially all the improvement due to concatenation. All BLEU scores are on dev sets. † =
statistically significant improvement compared to baseline (p < 0.01)

slightly.

To conclude, we show that position shifting can have a positive impact on low-resource

NMT. However, it seems to contribute only a small part of the improvement due to con-

catenation, as we will confirm below (§4.3.5).

4.3.3 Context diversity

In an attention layer, each query word is free to attend to any key word, and the model

must learn to distinguish the keys that are related to a query from those that are not. Let us

call the former positive contexts and the latter negative contexts. While positive contexts

are important for determining how to translate a word, it is not trivial to generate more

positive contexts, as it requires creating more parallel sentences that actually use the word.

By contrast, creating more negative contexts is easy; this is what concatenation does. So
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one hypothesis is that concatenation helps by creating more negative contexts to improve

the model’s ability to attend to positive contexts.

To test this, we modify RAND by masking all self-attentions so that, in each concatenated

example, each sentence can only attend to itself and not the other sentence. Similarly, in

cross-attention, each target sentence can only attend to its corresponding source sentence,

not the other one. Table 4.5, row 2 shows that this masking removes a large part of the im-

provement due to concatenation, showing that the availability of negative contexts during

training does help during translation.

4.3.4 Length diversity

The last possible effect of concatenation that we consider is also the most subtle. Fol-

lowing previous work [52, 64], we first sort sentences by length, then splitting into mini-

batches of a fixed number of tokens. This puts sentences of similar lengths into the same

minibatch, which improves computation efficiency as there is less padding. However, as

observed by Morishita et al. [52], short and long sentences are qualitatively different, so

creating a minibatch of only short sentences or only long sentences approximates the full

gradient less well than a minibatch of random sentences would.

With random concatenation, we again put examples of similar lengths into the same

minibatch, but each example may consist of two sentences of very different lengths. Thus,

it improves diversity within a minibatch while retaining efficiency. We hypothesize that

this greater length diversity is part of the reason concatenation helps.

To evaluate this hypothesis, we try a different batch generation strategy from the one

described above in Section 4.2.2. In this setup, called sep-batch, we make two changes.

First, the creation of Dnew comes after sorting by sentence length (but before division into

minibatches), so that in Dnew, each example comes from two similar-length ones. Second,

we create batches from Dorig and Dnew separately so there is no mixture of short sentences

in Dorig and long sentences in Dnew.
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As we can see in Table 4.5, removing length diversity (sep-batch, row 3) causes a

small negative impact of −0.2 BLEU. So length diversity may be a contributing factor to

concatenation’s improvement.

4.3.5 Feature ablation

We have shown that all three hypotheses (position diversity, context diversity, and

length diversity) seem to contribute to the BLEU improvement due to concatenation. To

see whether these hypotheses exhaustively explain it, we test all three together. First, we

apply mask and sep-batch together, resulting in a drop of −0.7 BLEU (Table 4.5, row 4).

Finally, to remove the effect of position shifting, we additionally reset the positions

of the second sentence in every concatenated example so they start at 0 again (reset-pos).

Applying this on top of mask and sep-batch, it brings about the largest drop of −0.9 BLEU

compared to RAND, resulting in a final model that is very close to the baseline. Indeed, this

model is only significantly different from the baseline on sk→en (p < 0.01). We conclude

that these three hypotheses completely account for the improvement due to concatenation.

4.4 Conclusion

Random concatenation is a simple and surprisingly effective data augmentation method

for low-resource NMT. Although the improvement of +1 BLEU it yields seems mysterious

at first, we have shown that it can be explained by the fact that concatenation increases

positions, context, and length diversity. Of these three factors, context diversity seems to

be the most important.
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CHAPTER 5

IMPROVING LEXICAL CHOICE IN NEURAL MACHINE TRANSLATION

Previously, we have shown two simple ways to better exploit data to improve NMT

performance. In this chapter, we shall look into better modeling and better normalization.

More specifically, we show how simple `2 normalization can improve rare-word mistrans-

lation in particular and training in general. To further alleviate the rare-word translation

issue, we use a simple lexical module which lets model focus more on the source side in-

formation when translating. This chapter was published as a long paper at NAACL 2018

[57].

Abstract We explore two solutions to the problem of mistranslating rare words in neural

machine translation. First, we argue that the standard output layer, which computes the

inner product of a vector representing the context with all possible output word embed-

dings, rewards frequent words disproportionately, and we propose to fix the norms of both

vectors to a constant value. Second, we integrate a simple lexical module which is jointly

trained with the rest of the model. We evaluate our approaches on eight language pairs

with data sizes ranging from 100k to 8M words, and achieve improvements of up to +4.3

BLEU, surpassing phrase-based translation in nearly all settings.

5.1 Introduction

Despite their competitive performance, there are still many open problems in NMT

[38]. One particular issue is mistranslation of rare words. For example, consider the Uzbek

sentence:
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Source: Ammo muammolar hali ko’p, deydi amerikalik olim Entoni Fauchi.

Reference: But still there are many problems, says American scientist Anthony Fauci.

Baseline NMT: But there is still a lot of problems, says James Chan.

At the position where the output should be Fauci, the NMT model’s top three candidates

are Chan, Fauci, and Jenner. All three surnames occur in the training data with reference

to immunologists: Fauci is the director of the National Institute of Allergy and Infectious

Diseases, Margaret (not James) Chan is the former director of the World Health Organi-

zation, and Edward Jenner invented smallpox vaccine. But Chan is more frequent in the

training data than Fauci, and James is more frequent than either Anthony or Margaret.

Because NMT learns word representations in continuous space, it tends to translate

words that “seem natural in the context, but do not reflect the content of the source sen-

tence” [4]. This coincides with other observations that NMT’s translations are often fluent

but lack accuracy [92, 94].

Why does this happen? At each time step, the model’s distribution over output words e

is

p(e) ∝ exp
(
We · h̃ + be

)
where We and be are a vector and a scalar depending only on e, and h̃ is a vector depending

only on the source sentence and previous output words. We propose two modifications to

this layer. First, we argue that the term We · h̃, which measures how well e fits into the

context h̃, favors common words disproportionately, and show that it helps to fix the norm

of both vectors to a constant. Second, we add a new term representing a more direct con-

nection from the source sentence, which allows the model to better memorize translations

of rare words.

Below, we describe our models in more detail. Then we evaluate our approaches on

eight language pairs, with training data sizes ranging from 100k words to 8M words, and

show improvements of up to +4.3 BLEU, surpassing phrase-based translation in nearly all
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settings. Finally, we provide some analysis to better understand why our modifications

work well1.

5.2 Neural Machine Translation

Given a source sequence f = f1 f2 · · · fm, the goal of NMT is to find the target sequence

e = e1e2 · · · en that maximizes the objective function:

log p(e | f ) =

n∑
t=1

log p(et | e<t, f ).

The predicted probability distribution of the t’th target word is:

p(et | e<t, f ) = softmax(Woh̃t + bo). (5.1)

The rows of the output layer’s weight matrix Wo can be thought of as embeddings of

the output vocabulary, and sometimes are in fact tied to the embeddings in the input layer,

reducing model size while often achieving similar performance [28, 69]. We verified this

claim on some language pairs and found out that this approach usually performs better than

without tying, as seen in Table 5.1. For this reason, we always tie the target embeddings

and Wo in all of our models.

5.3 Normalization

The output word distribution (5.1) can be written as:

p(e) ∝ exp
(
‖We‖ ‖h̃‖ cos θWe,h̃ + be

)
,

1Our code for this work can be found at https://github.com/tnq177/improving_lexical_
choice_in_nmt
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TABLE 5.1

PRELIMINARY DEV BLEU SCORES

ha-en tu-en hu-en

untied embeddings 17.2 11.5 26.5

tied embeddings 17.4 13.8 26.5

don’t normalize h̃t 18.6 14.2 27.1

normalize h̃t 20.5 16.1 28.8

Preliminary experiments show that tying target embeddings with output layer weights performs as well
as or better than the baseline, and that normalizing h̃ is better than not normalizing h̃. All numbers are BLEU
scores on development sets, scored against tokenized references.

where We is the embedding of e, be is the e’th component of the bias bo, and θWe,h̃ is the

angle between We and h̃. We can intuitively interpret the terms as follows. The term ‖h̃‖

has the effect of sharpening or flattening the distribution, reflecting whether the model is

more or less certain in a particular context. The cosine similarity cos θWe,h̃ measures how

well e fits into the context. The bias be controls how much the word e is generated; it is

analogous to the language model in a log-linear translation model [62].

Finally, ‖We‖ also controls how much e is generated. Figure 5.1 shows that it generally

correlates with frequency. But because it is multiplied by cos θWe,h̃, it has a stronger effect

on words whose embeddings have direction similar to h̃, and less effect or even a negative

effect on words in other directions. We hypothesize that the result is that the model learns

‖We‖ that are disproportionately large.

For example, returning to the example from Section 5.1, these terms are shown in Table

5.2. Observe that cos θWe,h̃ and even be both favor the correct output word Fauci, whereas

‖We‖ favors the more frequent, but incorrect, word Chan. The most frequently-mentioned
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TABLE 5.2

EXAMPLE DOT PRODUCT TERMS FROM BASELINE

e ‖We‖ ‖h̃‖ cos θWe,h̃ be logit

Chan 5.25 19.5 0.144 −1.53 13.2

Fauci 4.69 19.5 0.154 −1.35 12.8

Jenner 5.23 19.5 0.120 −1.59 10.7

immunologist trumps other immunologists.

To solve this issue, we suggest to fix the norm of all target word embeddings to some

value r. Following the weight normalization approach of Salimans and Kingma [73], we

reparameterize We as r ve
‖ve‖

, but keep r fixed.

A similar argument could be made for ‖h̃t‖: because a large ‖h̃t‖ sharpens the distribu-

tion, causing frequent words to more strongly dominate rare words, we might want to limit

it as well. We compared both approaches on a development set and found that replacing h̃t

in equation (5.1) with r h̃t
‖h̃t‖

indeed performs better, as shown in Table 5.1.

5.4 Lexical Translation

The attentional hidden state h̃ contains information not only about the source word(s)

corresponding to the current target word, but also the contexts of those source words and

the preceding context of the target word. This could make the model prone to generate a

target word that fits the context but doesn’t necessarily correspond to the source word(s).

Count-based statistical models, by contrast, don’t have this problem, because they simply

don’t model any of this context. Arthur et al. [4] try to alleviate this issue by integrating a

count-based lexicon into an NMT system. However, this lexicon must be trained separately
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Figure 5.1. The word embedding norm ‖We‖ generally correlates with the
frequency of e, except for the most frequent words. The bias be has the opposite

behavior. The plots show the median and range of bins of size 256.

using GIZA++ [61], and its parameters form a large, sparse array, which can be difficult to

store in GPU memory.

Instead, we use a simple feedforward neural network (FFNN) that is trained jointly with

the rest of the NMT model to generate a target word based directly on the source word(s).

Let fs (s = 1, . . . ,m) be the embeddings of the source words. We use the attention weights

to form a weighted average of the embeddings (not the hidden states, as in the main model)

to give an average source-word embedding at each decoding time step t:

f `t = tanh
∑

s

at(s) fs.
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Then we use a one-hidden-layer FFNN with skip connections [24]:

h`t = tanh(W f `t ) + f `t

and combine its output with the decoder output to get the predictive distribution over output

words at time step t:

p(yt | y<t, x) = softmax(Woh̃t + bo + W`h`t + b`).

For the same reasons that were given in Section 5.3 for normalizing h̃t and the rows of

Wo
t , we normalize h`t and the rows of W` as well. Note, however, that we do not tie the rows

of W` with the word embeddings; in preliminary experiments, we found this to yield worse

results.

5.5 Experiments

We conducted experiments testing our normalization approach and our lexical model

on eight language pairs using training data sets of various sizes. This section describes the

systems tested and our results.

5.5.1 Data

We evaluated our approaches on various language pairs and datasets:

• Tamil (ta), Urdu (ur), Hausa (ha), Turkish (tu), and Hungarian (hu) to English (en),
using data from the LORELEI program.

• English to Vietnamese (vi), using data from the IWSLT 2015 shared task.2

• To compare our approach with that of Arthur et al. [4], we also ran on their English
to Japanese (ja) KFTT and BTEC datasets.3

2https://nlp.stanford.edu/projects/nmt/

3http://isw3.naist.jp/~philip-a/emnlp2016/
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TABLE 5.3

DATA AND MODEL STATISTICS

tokens vocab layers

×106 ×103 num/size

ta-en 0.2/0.1 4.0/3.4 1/512

ur-en 0.2/0.2 4.2/4.2 1/512

ha-en 0.8/0.8 10.6/10.4 2/512

tu-en 0.8/1.1 21.1/13.3 2/512

uz-en 1.5/1.9 29.8/17.4 2/512

hu-en 2.0/2.3 27.3/15.7 2/512

en-vi 2.1/2.6 17.0/7.7 2/512

en-ja (BTEC) 3.6/5.0 17.8/21.8 4/768

en-ja (KFTT) 7.8/8.0 48.2/49.1 4/768

Statistics of data and models: effective number of training source/target tokens, source/target vocabulary
sizes, number of hidden layers and number of units per layer.

We tokenized the LORELEI datasets using the default Moses tokenizer, except for

Urdu-English, where the Urdu side happened to be tokenized using Morfessor FlatCat

(w = 0.5). We used the preprocessed English-Vietnamese and English-Japanese datasets

as distributed by Luong et al., and Arthur et al., respectively. Statistics about our data sets

are shown in Table 5.3.

5.5.2 Systems

We compared our approaches against two baseline NMT systems:

untied, which does not tie the rows of Wo to the target word embeddings, and
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tied, which does.

In addition, we compared against two other baseline systems:

Moses: The Moses phrase-based translation system [39], trained on the same data as the

NMT systems, with the same maximum sentence length of 50. No additional data was used

for training the language model. Unlike the NMT systems, Moses used the full vocabulary

from the training data; unknown words were copied to the target sentence.

Arthur: Our reimplementation of the discrete lexicon approach of Arthur et al. [4]. We

only tried their auto lexicon, using GIZA++ [61], integrated using their bias approach.

Note that we also tied embedding as we found it also helped in this case.

Against these baselines, we compared our new systems:

fixnorm: The normalization approach described in Section 5.3.

fixnorm+lex: The same, with the addition of the lexical translation module from Section

5.4.

5.5.3 Details

Model We use the global attentional model with general scoring function and input feed-

ing by Luong et al. [49]. Following their practice, we fed the source sentences to the en-

coder in reverse order during both training and testing. Information about the number and

size of hidden layers is shown in Table 5.3. The word embedding size is always equal to

the hidden layer size.

Following common practice, we only trained on sentences of 50 tokens or less. We

limited the vocabulary to word types that appear no less than 5 times in the training data

and map the rest to UNK. For the English-Japanese and English-Vietnamese datasets, we

used the vocabulary sizes reported in their respective papers [4, 47].

For fixnorm, we tried r ∈ {3, 5, 7} and selected the best value based on the development

set performance, which was r = 5 except for English-Japanese (BTEC), where r = 7. For
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fixnorm+lex, because Wsh̃t+W`h`t takes on values in [−2r2, 2r2], we reduced our candidate

r values by roughly a factor of
√

2, to r ∈ {2, 3.5, 5}. A radius r = 3.5 seemed to work the

best for all language pairs.

Training We trained all NMT systems with Adadelta [96]. All parameters were initial-

ized uniformly from [−0.01, 0.01]. When a gradient’s norm exceeded 5, we normalized it

to 5. We also used dropout on non-recurrent connections only [95], with probability 0.2.

We used minibatches of size 32. We trained for 50 epochs, validating on the development

set after every epoch, except on English-Japanese, where we validated twice per epoch. We

kept the best checkpoint according to its BLEU on the development set.

Inference We used beam search with a beam size of 12 for translating both the develop-

ment and test sets. Since NMT often favors short translations [11], we followed Wu et al.

[94] in using a modified score s(e | f ) in place of log-probability:

s(e | f ) =
log p(e | f )

lp(e)

lp(e) =
(5 + |e|)α

(5 + 1)α

We set α = 0.8 for all of our experiments.

Finally, we applied a postprocessing step to replace each UNK in the target translation

with the source word with the highest attention score [50].

Evaluation For translation into English, we report case-sensitive NIST BLEU against

detokenized references. For English-Japanese and English-Vietnamese, we report tok-

enized, case-sensitive BLEU following Arthur et al. [4] and Luong and Manning [47].

We measure statistical significance using bootstrap resampling [37].
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TABLE 5.4

TEST BLEU SCORES

untied tied fixnorm fixnorm+lex Moses Arthur

ta-en 10.3 11.1 14 (+2.9) 15.3 (+4.2) 10.5 (−0.6) 14.1 (+3.0)

ur-en 7.9 10.7 12 (+1.3) 13 (+2.3) 14.6 (+3.9) 12.5 (+1.8)

ha-en 16.0 16.6 20 (+3.4) 21.5 (+4.9) 22.2 (+5.6) 18.7 (+2.1)

tu-en 12.2 12.6 16.4 (+3.8) 19.1 (+6.5) 18.1 (+5.5) 16.3 (+3.7)

uz-en 14.9 15.7 18.2 (+2.5) 19.3 (+3.6) 17.2 (+1.5) 17.1 (+1.4)

hu-en 21.6 23.0 24.0 (+1.0) 25.3 (+2.3) 21.3 (−1.7) 22.7 (-0.3)†

en-vi 25.1 25.3 26.8 (+1.5) 27 (+1.7) 26.7 (+1.4) 26.2 (+0.9)

en-ja (BTEC) 51.2 53.7 52.9 (-0.8)† 51.3 (−2.6)† 46.8 (−6.9) 52.4 (−1.3)†

en-ja (KFTT) 24.1 24.5 26.1 (+1.6) 26.2 (+1.7) 21.7 (−2.8) —

Test BLEU of all models. Differences shown in parentheses are relative to tied, with a dagger (†)
indicating an insignificant difference in BLEU (p > 0.01). While the method of Arthur et al. [4] does not
always help, fixnorm and fixnorm+lex consistently achieve significant improvements over tied (p < 0.01)
except for English-Japanese (BTEC). Our models also outperform the method of Arthur et al. on all tasks
and outperform Moses on all tasks but Urdu-English and Hausa-English.

5.6 Results and Analysis

5.6.1 Overall

Our results are shown in Table 5.4. First, we observe, as has often been noted in the

literature, that NMT tends to perform poorer than PBMT on low resource settings (note

that the rows of this table are sorted by training data size).

Our fixnorm system alone shows large improvements (shown in parentheses) relative to

tied. Integrating the lexical module (fixnorm+lex) adds in further gains. Our fixnorm+lex

models surpass Moses on all tasks except Urdu- and Hausa-English, where it is 1.6 and 0.7
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BLEU short respectively.

The method of Arthur et al. [4] does improve over the baseline NMT on most language

pairs, but not by as much and as consistently as our models, and often not as well as Moses.

Unfortunately, we could not replicate their approach for English-Japanese (KFTT) because

the lexical table was too large to fit into the computational graph.

For English-Japanese (BTEC), we note that, due to the small size of the test set, all

systems except for Moses are in fact not significantly different from tied (p > 0.01). On

all other tasks, however, our systems significantly improve over tied (p < 0.01).

5.6.2 Impact on translation

In Table 5.5, we show examples of typical translation mistakes made by the baseline

NMT systems. In the Uzbek example (top), untied and tied have confused 34 with UNK and

700, while in the Turkish one (middle), they incorrectly output other proper names, Afghan

and Myanmar, for the proper name Kenya. Our systems, on the other hand, translate these

words correctly.

The bottom example is the one introduced in Section 5.1. We can see that our fixnorm

approach does not completely solve the mistranslation issue, since it translates Entoni

Fauchi to UNK UNK (which is arguably better than James Chan). On the other hand,

fixnorm+lex gets this right. To better understand how the lexical module helps in this

case, we look at the top five translations for the word Fauci in fixnorm+lex in Table 5.6.

As we can see, while cos θWe,h̃ might still be confused between similar words, cos θW l
e,hl

significantly favors Fauci.

5.6.3 Alignment and unknown words

Both our baseline NMT and fixnorm models suffer from the problem of shifted align-

ments noted by Koehn and Knowles [38]. As seen in Figure 5.2a and 5.2b, the alignments

for those two systems seem to shift by one word to the left (on the source side). For ex-
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ample, nói should be aligned to said instead of Telekom, and so on. Although this is not a

problem per se, since the decoder can decide to attend to any position in the encoder states

as long as the state at that position holds the information the decoder needs, this becomes a

real issue when we need to make use of the alignment information, as in unknown word re-

placement [50]. As we can see in Figure 5.2, because of the alignment shift, both tied and

fixnorm incorrectly replace the two unknown words (in bold) with But Deutsche instead

of Deutsche Telekom. In contrast, under fixnorm+lex and the model of Arthur et al. [4],

the alignment is corrected, causing the UNKs to be replaced with the correct source words.

5.6.4 Impact of r

The single most important hyper-parameter in our models is r. Informally speaking,

r controls how much surface area we have on the hypersphere to allocate to word embed-

dings. To better understand its impact, we look at the training perplexity and dev BLEUs

during training with different values of r. Table 5.7 shows the train perplexity and best tok-

enized dev BLEU on Turkish-English for fixnorm and fixnorm+lex with different values

of r.

As we can see, a smaller r results in worse training perplexity, indicating underfitting,

whereas if r is too large, the model achieves better training perplexity but decrased dev

BLEU, indicating overfitting.

5.6.5 Lexicon

One byproduct of lex is the lexicon, which we can extract and examine simply by feed-

ing each source word embedding to the FFNN module and calculating p`(y) = softmax(W`h`+

b`). In Table 5.8, we show the top translations for some entries in the lexicons extracted

from fixnorm+lex for Hungarian, Turkish, and Hausa-English. As expected, the lexical

distribution is sparse, with a few top translations accounting for the most probability mass.
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5.6.6 Byte Pair Encoding

Byte-Pair-Encoding (BPE) [78] is commonly used in NMT to break words into word-

pieces, improving the translation of rare words. For this reason, we reran our experiments

using BPE on the LORELEI and English-Vietnamese datasets. Additionally, to see if our

methods work in high-resource scenarios, we run on the WMT 2014 English-German (en-

de) dataset,4 using newstest2013 as the development set and reporting tokenized, case-

sensitive BLEU on newstest2014 and newstest2015.

We validate across different numbers of BPE operations; specifically, we try {1k, 2k,

3k} merge operations for ta-en and ur-en due to their small sizes, {10k, 12k, 15k} for

the other LORELEI datasets and en-vi, and 32k for en-de. Using BPE results in much

smaller vocabulary sizes, so we do not apply a vocabulary cut-off. Instead, we train on an

additional copy of the training data in which all types that appear once are replaced with

UNK, and halve the number of epochs accordingly. Our models, training, and evaluation

processes are largely the same, except that for en-de, we use a 4-layer decoder and 4-layer

bidirectional encoder (2 layers for each direction).

Table 5.9 shows that our methods also significantly improve the translation when used

with BPE, for both high and low resource language pairs. With BPE, we are only behind

Moses on Urdu-English.

5.7 Related Work

The closest work to our lex model is that of Arthur et al. [4], which we have discussed

already in Section 5.4. Recent work by Liu et al. [45] has very similar motivation to

that of our fixnorm model. They reformulate the output layer in terms of directions and

magnitudes, as we do here. Whereas we have focused on the magnitudes, they focus on the

directions, modifying the loss function to try to learn a classifier that separates the classes’

4https://nlp.stanford.edu/projects/nmt/
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directions with something like a margin. Wang et al. [90] also make the same observation

that we do for the fixnorm model, but for the task of face verification.

Handling rare words is an important problem for NMT that has been approached in

various ways. Some have focused on reducing the number of UNKs by enabling NMT to

learn from a larger vocabulary [30, 51]; others have focused on replacing UNKs by copying

source words [21, 20, 50]. However, these methods only help with unknown words, not rare

words. An approach that addresses both unknown and rare words is to use subword-level

information [78, 13, 48]. Our approach is different in that we try to identify and address

the root of the rare word problem. We expect that our models would benefit from more

advanced UNK-replacement or subword-level techniques as well.

Recently, Liu and Kirchhoff [44] have shown that their baseline NMT system with BPE

already outperforms Moses for low-resource translation. However, in their work, they use

the Transformer network [87], which is quite different from our baseline model. It would

be interesting to see if our methods benefit the Transformer network and other models as

well.

5.8 Conclusion

In this section, we have presented two simple yet effective changes to the output layer

of a NMT model. Both of these changes improve translation quality substantially on low-

resource language pairs. In many of the language pairs we tested, the baseline NMT system

performs poorly relative to phrase-based translation, but our system surpasses it (when

both are trained on the same data). We conclude that NMT, equipped with the methods

demonstrated here, is a more viable choice for low-resource translation than before, and

are optimistic that NMT’s repertoire will continue to grow.

44



TABLE 5.5

EXAMPLE TRANSLATIONS

input Dushanba kuni Hindistonda kamida 34 kishi halok bo’lgani xabar qilindi .

reference At least 34 more deaths were reported Monday in India .

untied At least UNK people have died in India on Monday .

tied It was reported that at least 700 people died in Monday .

fixnorm At least 34 people died in India on Monday .

fixnorm+lex At least 34 people have died in India on Monday .

input Yarın Kenya’da bir yardım konferansı düzenlenecek .

reference Tomorrow a conference for aid will be conducted in Kenya .

untied Tomorrow there will be an Afghan relief conference .

tied Tomorrow there will be a relief conference in Myanmar .

fixnorm Tomorrow it will be a aid conference in Kenya .

fixnorm+lex Tomorrow there will be a relief conference in Kenya .

input Ammo muammolar hali ko’p , deydi amerikalik olim Entoni Fauchi .

reference But still there are many problems , says American scientist Anthony Fauci .

untied But there is still a lot of problems , says James Chan .

tied However , there is still a lot of problems , says American scientists .

fixnorm But there is still a lot of problems , says American scientist UNK UNK .

fixnorm+lex But there are still problems , says American scientist Anthony Fauci .

Example translations, in which untied and tied generate incorrect, but often semantically related, words,
but fixnorm and/or fixnorm+lex generate the correct ones.
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(a) tied (b) fixnorm

(c) fixnorm+lex (d) Arthur et al. [4]

Figure 5.2. While the tied and fixnorm systems shift attention to the left one
word (on the source side), our fixnorm+lex model and that of Arthur et al. [4]

put it back to the correct position, improving unknown-word replacement for the
words Deutsche Telekom. Columns are source (English) words and rows are

target (Vietnamese) words. Bolded words are unknown.
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TABLE 5.6

EXAMPLE DOT PRODUCT TERMS FROM FIXNORM+LEX

e cos θWe,h̃ cos θW l
e,hl

be + bl
e logit

Fauci 0.522 0.762 −8.71 7.0

UNK 0.566 −0.009 −1.25 5.6

Anthony 0.263 0.644 −8.70 2.4

Ahmedova 0.555 0.173 −8.66 0.3

Chan 0.546 0.150 −8.73 −0.2

TABLE 5.7

IMPACT OF R

system r train ppl dev BLEU

fixnorm

3 3.9 13.6

5 2.5 16.1

7 2.3 14.4

fixnorm+lex

2 4.2 12.3

3.5 2.0 17.5

5 1.4 16.0

When r is too small, high train perplexity and low dev BLEU indicate underfitting; when r is too large,
low train perplexity and low dev BLEU indicate overfitting.
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TABLE 5.8

EXTRACTED LEXICON EXAMPLES

hu-en

244 244 (0.599) document (0.005) By (0.003)

befektetéseinek investments (0.151) investment (0.017) Investments (0.015)

kutatás-fejlesztésre research (0.227) Research (0.040) Development (0.014)

tu-en

ifade expression (0.109) expressed (0.061) express (0.056)

cumhurbaşkanı President (0.573) president (0.030) Republic (0.027)

Göstericiler protesters (0.115) demonstrators (0.050) Protesters (0.033)

ha-en

(0.469) cholera (0.003) EOS (0.001)

Wayoyin phones (0.414) wires (0.097) mobile (0.088)

manzonsa Prophet (0.080) His (0.041) Messenger (0.015)

Top five translations for some entries of the lexical tables extracted from fixnorm+lex. Probabilities are
shown in parentheses.
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TABLE 5.9

TEST BLEU SCORES FOR BPE-BASED SYSTEMS

tied fixnorm fixnorm+lex

ta-en 13 15 (+2.0) 15.9 (+2.9)

ur-en 10.5 12.3 (+1.8) 13.7 (+3.2)

ha-en 18 21.7 (+3.7) 22.3 (+4.3)

tu-en 19.3 21 (+1.7) 22.2 (+2.9)

uz-en 18.9 19.8 (+0.9) 21 (+2.1)

hu-en 25.8 27.2 (+1.4) 27.9 (+2.1)

en-vi 26.3 27.3 (+1.0) 27.5 (+1.2)

en-de (newstest2014) 19.7 22.2 (+2.5) 20.4 (+0.7)

en-de (newstest2015) 22.5 25 (+2.5) 23.2 (+0.7)

Our models significantly improve over the baseline (p < 0.01) for both high and low resource when
using BPE.
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CHAPTER 6

TRANSFORMERS WITHOUT TEARS: IMPROVING THE NORMALIZATION OF

SELF-ATTENTION

In the previous chapter, we have shown how to improve NMT performance via better

modeling and better normalization for RNN-based NMT. Recently, Transformer has re-

placed RNN to be the de facto model choice for many sequence-to-sequence problems.

Despite its impressive performance, Transformer is known to be unstable to train and other

works that use it often focus on high-resource settings only. In this chapter, we will show

how a simple rearrangement of Transformer components can improve its training (better

modeling). We also apply our normalization methods in chapter 5 and show how they

can enhance Transformer performance for low-resource languages (better normalization).

This chapter appeared as a publication at IWSLT 2019 [59].

Abstract We evaluate three simple, normalization-centric changes to improve Transformer

training. First, we show that pre-norm residual connections (PRENORM) and smaller ini-

tializations enable warmup-free, validation-based training with large learning rates. Sec-

ond, we propose `2 normalization with a single scale parameter (SCALENORM) for faster

training and better performance. Finally, we reaffirm the effectiveness of normalizing word

embeddings to a fixed length (FIXNORM). On five low-resource translation pairs from

TED Talks-based corpora, these changes always converge, giving an average +1.1 BLEU

over state-of-the-art bilingual baselines and a new 32.8 BLEU on IWSLT '15 English-

Vietnamese. We observe sharper performance curves, more consistent gradient norms,

and a linear relationship between activation scaling and decoder depth. Surprisingly, in
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the high-resource setting (WMT '14 English-German), SCALENORM and FIXNORM re-

main competitive but PRENORM degrades performance.

6.1 Introduction

Transformer [87] has become the dominant architecture for neural machine transla-

tion (NMT) due to its train-time parallelism and strong downstream performance. Re-

lated work [22, 81] has investigated various modifications to improve the efficiency of its

multi-head attention and feedforward sublayers. Our work focuses on layer normalization

(LAYERNORM) [5], which we show has an outsized role in the convergence and perfor-

mance of the Transformer in two ways:

Placement of normalization. The original Transformer uses post-norm residual units

(POSTNORM), where layer normalization occurs after the sublayer and residual addition.

However, Chen et al. [10] found that pre-norm residual units (PRENORM), where layer

normalization occurs immediately before the sublayer, were instrumental to their model’s

performance. Wang et al. [91] compare the two, showing that PRENORM makes backprop-

agation more efficient over depth and training Transformers with deep, 30-layer encoders.

Our work demonstrates additional consequences in the base (≤6-layer encoder) Trans-

former regime. We show that PRENORM enables warmup-free, validation-based training

with large learning rates even for small batches, in contrast to past work on scaling NMT

[63]. We also partly reclaim POSTNORM’s stability via smaller initializations, although

PRENORM is less sensitive to this magnitude and can improve performance. However,

despite PRENORM’s recent adoption in many NMT frameworks, we find it degrades base

Transformer performance on WMT '14 English-German.

Choice of normalization. Santurkar et al. [74] show that batch normalization’s effective-

ness is not from reducing internal covariate shift, but from smoothing the loss landscape.
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They achieve similar or better performance with non-variance-based normalizations in im-

age classification. Hence, we propose replacing LAYERNORM with the simpler scaled

`2 normalization (SCALENORM), which normalizes activation vectors to a single learned

length g. This is both inspired by and synergistic with jointly fixing the word embed-

ding lengths (FIXNORM) [57]. These changes improve the training speed and low-resource

performance of the Transformer without affecting high-resource performance.

On five low-resource pairs from the TED Talks [70] and IWSLT '15 [9] corpora, we first

train state-of-the-art Transformer models (+4.0 BLEU on average over the best published

NMT bitext-only numbers). We then apply PRENORM, FIXNORM, and SCALENORM for

an average total improvement of +1.1 BLEU, where each addition contributes at least +0.3

BLEU (Section 6.3), and attain a new 32.8 BLEU on IWSLT '15 English-Vietnamese. We

validate our intuitions in Section 6.4 by showing sharper performance curves (i.e., im-

provements occur at earlier epochs) and more consistent gradient norms. We also examine

the per-sublayer g’s learned by SCALENORM, which suggest future study1.

6.2 Background

6.2.1 Identity mappings for transformers

Residual connections [24] were first introduced to facilitate the training of deep convo-

lutional networks, where the output of the `-th layer F` is summed with its input:

x`+1 = x` + F`(x`). (6.1)

The identity term x` is crucial to greatly extending the depth of such networks [25]. If

one were to scale x` by a scalar λ`, then the contribution of x` to the final layer FL is

(
∏L−1

i=` λi)x`. For deep networks with dozens or even hundreds of layers L, the term
∏L−1

i=` λi

1Reimplementation available at https://github.com/tnq177/transformers_without_tears

52

https://github.com/tnq177/transformers_without_tears


becomes very large if λi > 1 or very small if λi < 1, for enough i. When backpropagating

from the last layer L back to `, these multiplicative terms can cause exploding or vanishing

gradients, respectively. Therefore they fix λi = 1, keeping the total residual path an identity

map.

The original Transformer applies LAYERNORM after the sublayer and residual addition

(POSTNORM):

x`+1 = LAYERNORM(x` + F`(x`)). (6.2)

We conjecture this has caused past convergence failures [68, 79], with LAYERNORMs in

the residual path acting similarly to λi , 1; furthermore, warmup was needed to let LAY-

ERNORM safely adjust scale during early parts of training. Inspired by He et al. [25], we

apply LAYERNORM immediately before each sublayer (PRENORM):

x`+1 = x` + F`(LAYERNORM(x`)). (6.3)

This is cited as a stabilizer for Transformer training [10, 91] and is already implemented

in popular toolkits [88, 64, 26], though not necessarily used by their default recipes. Wang

et al. [91] make a similar argument to motivate the success of PRENORM in training very

deep Transformers. Note that one must append an additional normalization after both

encoder and decoder so their outputs are appropriately scaled. We compare POSTNORM

and PRENORM throughout Section 6.3.

6.2.2 Weight initialization

Xavier normal initialization [18] initializes a layer’s weights W` ∈ R
d`+1×d` (d` is the

hidden dimension) with samples from a centered normal distribution with layer-dependent

variance:

(W`)i, j ∼ N

0, √ 2
d` + d`+1

 . (6.4)
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Our experiments with this default initializer find that POSTNORM sometimes fails to con-

verge, especially in our low-resource setting, even with a large number of warmup steps.

One explanation is that Xavier normal yields initial weights that are too large. In im-

plementations of the Transformer, one scales the word embeddings by a large value (e.g.,
√

d ≈ 22.6 for d = 512), giving vectors with an expected square norm of d. LAYERNORM’s

unit scale at initialization preserves this same effect. Since feedforward layers already have

their weights initialized to a smaller standard deviation, i.e.,
√

2
d+4d , we choose to reduce

the attention layers’ initializations from
√

2
d+d to

√
2

d+4d as well (SMALLINIT), as a cor-

responding mitigation. We evaluate the effect of this on POSTNORM vs. PRENORM in

Section 6.3.2.

6.2.3 Scaled `2 normalization and FIXNORM

LAYERNORM is inspired by batch normalization [29], both of which aim to reduce

internal covariate shift by fixing the mean and variance of activation distributions. Both

have been applied to self-attention [87, 41]. However, Santurkar et al. [74] show that

batch normalization’s success has little to do with covariate shift, but comes instead from

smoothing the loss landscape. For example, they divide by the pre-centered `p norm instead

of the variance and achieve similar or better results in image classification.

Hence, we propose replacing LAYERNORM with scaled `2 normalization:

SCALENORM(x; g) = g
x
||x||

. (6.5)

This can be viewed as projecting d-dimensional vectors onto a (d − 1)-dimensional hy-

persphere with learned radius g. This expresses the inductive bias that each sublayer’s

activations has an ideal “global scale,” a notion we empirically validate in Section 6.4.2.

SCALENORM replaces the 2d scale and shift parameters of LAYERNORM with a single

learned scalar, improving computational and parameter efficiency while potentially regu-
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TABLE 6.1

DATA AND MODEL PROPERTIES

# egs. # src + tgt toks. # iters/epoch max epoch # enc/dec layers # heads/layer dropout # BPE

gl→en 10k 0.37M 100 1000 4 4 0.4 3k

sk→en 61k 2.32M 600 200 6 8 0.3 8k

en→vi 133k 5.99M 1500 200 6 8 0.3 8k

en→he 212k 7.88M 2000 200 6 8 0.3 8k

ar→en 214k 8.09M 2000 200 6 8 0.3 8k

larizing the loss landscape.

This bias has an explicit interpretation at the final layer: large inner products sharpen

the output distribution, causing frequent words to disproportionately dominate rare words.

This led Nguyen and Chiang [57] to introduce FIXNORM(w) = g w
||w|| with fixed g at the last

linear layer, to maximize the angular difference of output representations and aid rare word

translation. By making g learnable, we can apply SCALENORM and FIXNORM jointly,

which means applying the following at the final linear layer:

(SCALENORM+FIXNORM)(x,w; g)

= g
w · x
||w||||x||

.
(6.6)

Note that this combination at the last layer is equivalent to cosine normalization [46] with

a learned scale.

6.2.4 Learning rates

Despite using an adaptive optimizer, Adam [36], Transformer training uses a learning

rate (LR) schedule with a linear warmup and an inverse square root decay (INVSQRTDECAY):

55



LR(n) =
λ
√

d
min

(
1
√

n
,

n
n1.5

warmup

)
, (6.7)

where d is the hidden dimension of the self-attention layers, and λ, nwarmup are hyperpa-

rameters that determine the highest learning rate achieved and the number of steps to reach

it, respectively. These two hyperparameters have been the subject of much empirical study

[68, 63]. In light of our modifications however, we revisit various aspects of this schedule:

Warmup-free training. We conjectured that warmup is primarily needed when using

POSTNORM to gradually learn LAYERNORM parameters without gradient explosion/van-

ishing (Section 6.2.1). Hence, we evaluate both PRENORM and POSTNORM without warmup

in Section 6.3.4.

Large learning rates. To speed up training, one often explores using larger learning

rates. In the context of Transformer, Ott et al. [63] and Aharoni et al. [1] take λ ∈ {2, 3}

instead of the conventional λ = 1. Ott et al. [63] showed that one can scale up Adam’s

learning rate to 10−3 with an extremely large batch (400k tokens). However, the improved

convergence provided by our modifications could enable higher learning rates with much

small batch sizes (4k tokens), as examined in Section 6.3.4.

Validation-based decay. For similar reasons, one might wish to adopt a classic validation-

based decay, i.e., training at a high learning rate for as long as tenable, decaying rapidly

when development scores flatline. This has inspired usage of fixed decay schemes upon

convergence with INVSQRTDECAY [14, 72]. We revisit VALDECAY under our modifica-

tions, where we still perform a linear warmup but then multiply by a scale αdecay < 1 when

performance on a development set does not improve over patience evaluations.
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6.3 Experiments and Results

We train Transformer models for a diverse set of five low-resource translation pairs

from the TED Talks [70] and the IWSLT '15 [9] corpora. Details are summarized in Ta-

ble 6.1.

6.3.1 Training details

Data and preprocessing. The pairs are English (en) to Hebrew (he), Vietnamese (vi),

and Galician (gl), Slovak (sk), Arabic (ar) to English (en). Because the data is already

preprocessed, we only apply BPE [78] with fastBPE2. Depending on the data size, we use

different numbers of BPE operations.

We wanted to compare with the latest low-resource works of [55, 1] on the TED Talks

corpus [70]. In particular, Aharoni et al. [1] identified 4 very low-resource pairs (<70k);

we took the two (gl→en, sk→en) that were not extremely low (≤6k). They then identified

4 low-resource pairs with 100k-300k examples; we took the top two (ar→en, en→he). To

introduce a second English-source pair and to showcase on a well-understood task, we used

the en→vi pair from IWSLT '15 with an in-between number of examples (133k). In this

way, we have examples of different resource levels, language families, writing directions,

and English-source versus -target.

Model configuration. We set the hidden dimension of the feedforward sublayer to 2048

and the rest to 512, matching Vaswani et al. [87]. We use the same dropout rate for output

of sublayers, ReLU, and attention weights. Additionally, we also do word dropout [77] with

probability 0.1. However, instead of zeroing the word embeddings, we randomly replace

tokens with UNK. For all experiments, we use label smoothing of 0.1 [84, 67]. The source

and target’s input and output embeddings are shared [69], but we mask out words that are

2https://github.com/glample/fastBPE
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not in the target’s vocabulary at the final output layer before softmax, by setting their logits

to −∞.

Training. We use a batch size of 4096 and optimize using Adam [36] with the default

parameters β1 = 0.9, β2 = 0.999, ε = 10−8. Gradients are clipped when global norm

exceeds 1.0 [66]. An epoch is a predefined number of iterations for each pair. We stop

training when a maximum number of epochs has been met or the learning rate becomes

too small (10−6). We also do early stopping when the development BLEU has not improved

for 20 evaluations. For gl→en, this number is 50. When doing validation-based decay, we

use αdecay = 0.8 and patience = 3. For complete data and model statistics, please refer to

Table 6.1. The best checkpoint is selected based on the development BLEU score during

training.

Evaluation. We report tokenized BLEU [65] with multi-bleu.perl to be comparable

with previous works. We also measure statistical significance using bootstrap resampling

[37]. For WMT '14 English-German, note that one needs to put compounds in ATAT for-

mat3 before calculating BLEU score to be comparable with previous works.

6.3.2 Large vs. small initialization

To see the impact of weight initialization, we run training on the en→vi dataset using

warmup steps of 4k, 8k, 16k (Table 6.2). With default initialization, POSTNORM fails to

converge on this dataset even with a long warmup of 16k steps, only reaching 5.76 BLEU.

The second row shows that taking a smaller standard deviation on the attention weights

(SMALLINIT) restores convergence to POSTNORM. Though the
√

2/5 ≈ 0.63 adjustment

3https://github.com/tensorflow/tensor2tensor/blob/master/tensor2tensor/utils/
get_ende_bleu.sh

58

https://github.com/tensorflow/tensor2tensor/blob/master/tensor2tensor/utils/get_ende_bleu.sh
https://github.com/tensorflow/tensor2tensor/blob/master/tensor2tensor/utils/get_ende_bleu.sh


TABLE 6.2

DEV BLEU SCORES ON EN→VI USING XAVIER NORMAL

INITIALIZATION

Xavier normal
# warmup steps

4k 8k 16k

Baseline
POSTNORM fail fail 5.76

PRENORM 28.52 28.73 28.32

SMALLINIT
POSTNORM 28.17 28.20 28.62

PRENORM 28.26 28.44 28.33

used here seems marginal, operations like residual connections and the products between

queries and keys can compound differences in scale. Though both models now achieve

similar performance, we note that PRENORM works in all setups, suggesting greater sta-

bility during training. For all remaining experiments, we use POSTNORM and PRENORM

with SMALLINIT. We find this choice does not affect the performance of PRENORM.

6.3.3 Scaled `2 normalization and FIXNORM

To compare SCALENORM and LAYERNORM, we take 8k warmup steps for all further

experiments. Since we tie the target input word embedding and the last linear layer’s weight

(Section 6.3.1), FIXNORM is implemented by applying `2 normalization to the word em-

bedding, with each component initialized uniformly in [−0.01, 0.01]. For non-FIXNORM

models, word embeddings are initialized with mean 0 and standard deviation
√

1/d so they

sum to unit variance. All g’s in SCALENORM are initialized to
√

d.

Table 6.3 shows our results along with some published baselines. First, note that

our Transformer baselines with POSTNORM + LAYERNORM (1) are very strong non-
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TABLE 6.3

TEST BLEU SCORES

gl→en sk→en en→vi en→he ar→en avg ∆

POSTNORM + LAYERNORM (published) 16.2 24.0 29.09 23.66 27.84 -4.05

POSTNORM + LAYERNORM (1) 18.47 29.37 31.94 27.85 33.39 +0.00

PRENORM + LAYERNORM (2) 19.09 29.45 31.92 28.13 33.79 +0.27

PRENORM + fixnorm + LAYERNORM (3) 19.38 29.50 32.45 28.39 34.35† +0.61

PRENORM + fixnorm + SCALENORM (4) 20.91‡∗ 30.25‡∗ 32.79∗ 28.44∗ 34.15∗ +1.10

Test BLEU using POSTNORM or PRENORM and different normalization techniques. Published values
are from Wang et al. [93], Neubig and Hu [55], Aharoni et al. [1]. †, ‡ and ∗ indicate significant improvement
of (3) over (2), (4) over (3), and (4) over (1), respectively; p < 0.01 via bootstrap resampling [37].

multilingual NMT models on these pairs. They outperform the best published numbers,

which are all Transformer models in the past year, by an average margin of +4.0 BLEU.

Then, we see that PRENORM (2) achieves comparable or slightly better results than POST-

NORM on all tasks. FIXNORM (3) gives an additional gain, especially on ar→en (p < 0.01).

Finally, we replace LAYERNORM with SCALENORM (4). SCALENORM significantly

improves on LAYERNORM for two very low-resource pairs, gl→en and sk→en. On the

other tasks, it performs comparably to LAYERNORM. Upon aggregating all changes, our fi-

nal model with SCALENORM and FIXNORM improves over our strong baseline with POST-

NORM on all tasks by an average of +1.1 BLEU (p < 0.01), with each change contributing

an average of at least +0.3 BLEU. In Section 6.4.2, we further examine where the perfor-

mance gains of SCALENORM come from.

Moreover, SCALENORM is also faster than LAYERNORM. Recall that for each vector

of size d, LAYERNORM needs to compute mean, standard deviation, scaling, and shift-

ing, which costs O(7d) operations. For SCALENORM, we only need O(3d) operations to

perform normalization and global scaling. This does not account for further gains due to

60



TABLE 6.4

DEV BLEU SCORES WITH DIFFERENT LEARNING RATE SCHEDULERS

gl→en sk→en en→vi en→he ar→en

NOWARMUP 18.00 28.92 28.91 30.33 35.40

INVSQRTDECAY 22.18 29.08 28.84 30.30 35.33

VALDECAY 21.45 29.46 28.67 30.69 35.46

INVSQRTDECAY + 2×LR 21.92 29.03 28.76 30.50 35.33

VALDECAY + 2×LR 21.63 29.49 28.46 30.13 34.95

reduction in parameters. In our implementation, training with SCALENORM is around 5%

faster than with LAYERNORM, similar to the speedups on NMT observed by Zhang and

Sennrich [97]’s RMSNORM (which can be viewed as SCALENORM with per-unit scales;

see Section 6.4.2).

6.3.4 Learning rates

We compare the original learning rate schedule in equation 6.7 (INVSQRTDECAY) with

validation-based decay (VALDECAY), possibly with no warmup (NOWARMUP). We use

λ = 1, nwarmup = 8k for INVSQRTDECAY and VALDECAY. For NOWARMUP, we instead

use a learning rate of 3 · 10−4 for all datasets. For both VALDECAY and NOWARMUP, we

take αdecay = 0.8 and patience = 3. For experiments with high learning rate, we use either

VALDECAY or INVSQRTDECAY with λ = 2 (giving a peak learning rate of ≈ 10−3). All

experiments use PRENORM + FIXNORM + SCALENORM.

In Table 6.4, we see that NOWARMUP performs comparably to INVSQRTDECAY and

VALDECAY except on gl→en. We believe that in general, one can do without warmup,

though it remains useful in the lowest resource settings. In our 2×LR experiments, we can
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TABLE 6.5

DEV BLEU SCORES USING NOWARMUP

4 layers 5 layers 6 layers

POSTNORM 18.31 fails fails

PRENORM 28.33 28.13 28.32

Development BLEU on en→vi using NOWARMUP, as number of encoder/decoder layers increases.

still attain a maximum learning rate of 10−3 without disproportionately overfitting to small

datasets like gl→en.

One might hypothesize that VALDECAY converges more quickly to better minima than

INVSQRTDECAY by staying at high learning rates for longer. However, both schedulers

achieve similar results with or without doubling the learning rate. This may be due to the

tail-end behavior of VALDECAY methods, which can involve multiplicative decays in rapid

succession. Finally, our 2×LR experiments, while not yielding better performance, show

that PRENORM allows us to train the Transformer with a very high learning rate despite

small batches (4k tokens).

Since PRENORM can train without warmup, we wonder if POSTNORM can do the same.

We run experiments on en→vi with NOWARMUP, varying the number of encoder/decoder

layers. As seen in Table 6.5, POSTNORM often fails without warmup even with 5 or 6 lay-

ers. Even at 4 layers, one achieves a subpar result compared to PRENORM. This reaffirms

Section 6.3.2 in showing that PRENORM is more stable than POSTNORM under different

settings.
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TABLE 6.6

WMT '14 ENGLISH-TO-GERMAN BLEU SCORES

newstest2014

POSTNORM + LAYERNORM (Vaswani et al. [87]) 27.3

PRENORM + LAYERNORM 26.83

PRENORM + fixnorm + SCALENORM 27.07

POSTNORM + LAYERNORM 27.58

POSTNORM + fixnorm + SCALENORM 27.57

6.3.5 High-resource setting

Since all preceding experiments were in low-resource settings, we examine if our claims

hold in a high-resource setting. We train the Transformer base model on WMT '14 English-

German using FAIRSEQ and report tokenized BLEU scores on newstest2014.

In Table 6.6, SCALENORM and FIXNORM achieve equal or better results than LAYER-

NORM. Since SCALENORM is also faster, we recommend using both as drop-in replace-

ments for LAYERNORM in all settings. Surprisingly, in this task POSTNORM works notably

better than PRENORM; one observes similar behavior in Wang et al. [91]. We speculate

this is related to identity residual networks acting like shallow ensembles [89] and thus

undermining the learning of the longest path; further study is required.
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TABLE 6.7

TEST BLEU OF VARIOUS `2-BASED NORMALIZATION TECHNIQUES

gl→en sk→en en→vi en→he ar→en

RMSNORM + fixnorm 20.92 30.36 32.54 28.29 33.67

SCALENORM + fixnorm 20.91 30.25 32.79 28.44 34.15

SCALENORM (g=
√

d) + fixnorm (learned) 21.18 30.36 32.66 28.19 34.11

SCALENORM (g=
√

d) + fixnorm (learned) + VALDECAY 20.36 30.45 32.83 27.97 33.98

SCALENORM (g=
√

d) + fixnorm (learned) + VALDECAY + 2×LR 21.15 30.57 31.81 25.00 28.92

We tried various `2-based normalization techniques with different numbers of learned g: O(Ld) vs. O(L)
vs. O(1).

6.4 Analysis

6.4.1 Performance curves

Figure 6.1 shows that PRENORM not only learns faster than POSTNORM, but also out-

performs it throughout training. Adding FIXNORM also gives faster learning at first, but

only achieves close performance to that with PRENORM and no FIXNORM. However,

once paired with SCALENORM, we attain a better BLEU score at the end. Because of the

slow warmup period, SCALENORM with warmup learns slower than SCALENORM without

warmup initially; however, they all converge at about the same rate.

To visualize how PRENORM helps backpropagation, we plot the global gradient norms

from our runs in Figure 6.2. POSTNORM produces noisy gradients with many sharp spikes,

even towards the end of training. On the other hand, PRENORM has fewer noisy gradients

with smaller sizes, even without warmup. LAYERNORM has lower global norms than

SCALENORM + FIXNORM but it has more gradient components corresponding to normal-

ization.
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Figure 6.1. Development BLEU on en→vi with POSTNORM or PRENORM, and
with LAYERNORM or SCALENORM.

6.4.2 Activation scaling and the role of g

One motivation for SCALENORM was that it expressed a good inductive bias for the

global scaling of activations, independent of distributional stability (Section 6.2.3). In con-

trast, a contemporaneous work [97] studies root mean square layer normalization (RMSNORM),

which still follows layer normalization’s motivation but reduces overhead by forgoing addi-

tive adjustments, using only a scaling gi per activation ai. Despite their differing motives,

tying the gi of RMSNORM and dividing by
√

d retrieves SCALENORM.

Hence we can frame our comparisons in terms of number of learnable parameters. We

rerun our PRENORM experiments with RMSNORM. We also consider fixing g =
√

d for
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SCALENORM, where only FIXNORM has learnable g. Table 6.7 shows that SCALENORM

always performs comparably or better than RMSNORM. Surprisingly, the fixed-g model

performs comparably to the one with learnable g. However, at higher learning rates, fixed-g

models perform much worse on ar→en, en→he and en→vi (VALDECAY with and without

2×LR). We conjecture that learning g is required to accommodate layer gradients.

In Figure 6.3, we plot the learned g values for pairs with 100k+ examples. For all

but the decoder-encoder sublayers, we observe a positive correlation between depth and g,

giving credence to SCALENORM’s inductive bias of global scaling. This trend is clearest

in the decoder, where g linearly scales up to the output layer, perhaps in tandem with the

discriminativeness of the hidden representations [43]. We also note a negative correlation

between the number of training examples and the magnitude of g for attention sublayers,

which may reflect overfitting.

Finally, to affirm our intuition for interpreting g, we plot g values with and without

label smoothing (Figure 6.4). We see a difference in later layers of the decoder; there,

removing label smoothing results in lower g values except at the output layer, where g

increases sharply. This corresponds to the known overconfidence of translation models’

logits, on which label smoothing has a downscaling effect [53].
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CHAPTER 7

UNTIED POSITIONAL ATTENTION FOR NEURAL MACHINE TRANSLATION

In this chapter, we investigate the untied positional attention in Transformer. We will

show this simple architectural change can provide significant improvement for several low-

resource language pairs and better interpretations of how positions work in Transformer.

Unbeknownst to me, it had been investigated months earlier by Ke et al. [34]. The main

difference between theirs and mine is they applied it for language model pretraining and I

applied it for NMT. Needless to say, it is not novel nor publishable; however, I think it still

has merits for future NMT practitioners. For this reason, I decided to describe it here in

this short chapter.

7.1 Introduction

Because Transformer processes input in parallel, it does not have a notion of sequence.

To inform Transformer of a word’s position, Vaswani et al. [87] propose to enhance the

input with positional embedding. They experiment with both learned and sinusoidal em-

bedding and find both perform comparably, with the latter having the advantages of being

parameter-less and of the potential to generalize to longer sentences. In this section, we

will briefly describe the sinusoidal positional embedding and how it interacts with self-

attention, leading to our proposed untied positional attention. Interested readers could

refer to section 2.2 for more details of the Transformer model.
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The sinusoidal positional embedding is defined as:

PE(pos,2i) = sin
( pos
100002i/d

)
(7.1)

PE(pos,2i+1) = cos
( pos
100002i/d

)
(7.2)

and is summed element-wise to each word embedding at the input as seen in Figure 2.2.

Let eq, pq ∈ R
d and ek, pk ∈ R

d be the word and positional embedding of a query and

a key respectively. In Transformer’s attention, we first apply a linear projection of queries

and keys before taking their dot product. Let Wq,Wk ∈ R
d×d be the weights of the linear

projections for queries and keys. Ignoring biases, the dot product is:

s = (eq + pq)Wq((ek + pk)Wk)T (7.3)

= (eq + pq)WqWT
k (eT

k + pT
k ) (7.4)

= eqWqWT
k eT

k + pqWqWT
k pT

k + pqWqWT
k eT

k + eqWqWT
k pT

k (7.5)

In equation 7.5, the four terms measure the correlations between query and key, query’s

position and key’s position, query’s position and key, and query and key’s position respec-

tively. Our first observation is a word could appear anywhere in a sentence, therefore the

third and fourth terms could be potentially dropped. It makes sense to measure the correla-

tion between a query and a key, for example “New” often goes with “York”. The same goes

for positions, for example if we are using BPE then in self-attention, a query should look

for keys located close to it (subwords of the same word). However, because the first and

second terms model two entirely different things, using the same parameters Wq,Wk could

be a bottleneck. This is also our second observation which leads to a simple solution: drop

the last two terms and use different parameters for positions:

69



s = eqWqWT
k eT

k + pqW ′
qW ′T

k pT
k (7.6)

7.2 Experiments

Following chapter 4, we use Transformer and experiment on {Galician, Slovak} to

English and English to {Hebrew, Vietnamese}. We kindly refer readers to previous chapter

for data statistics and for the model configuration, training, and evaluation details.

Following equation 7.6, we use different parameters W ′
q,W

′
k for dot product between

query positions and key positions. Similar to Ke et al. [34], we only compute the second

term in 7.6 once and reuse it across layers to reduce computation. We call this model

untied-pos.

The goal of untied-pos is to learn the correlation scores between every pair of query

and key positions, i.e. to learn the value of some matrix M ∈ RLq×Lk with Lq, Lk be the

maximum lengths of query and key sentences. We can think of the term pqW ′
qW ′T

k pT
k as a

low-rank matrix factorization of M with W ′
qW ′

k be learnable parameters. This means the

role of pq, pk is not important as long as they are pair-wise independent enough. For this

reason, we also explore a variant of untied-pos in which pq, pk are randomly initialized

vectors instead of sinusoidal. We call this model random-untied-pos.

7.3 Results and Analysis

Tables 7.1 and 7.2 show the BLEU scores on development and test sets respectively

for all language pairs. We can see that untying positional attention from word attention

yield on average more than +1 BLEU score over the baseline. Moreover, randomly initial-

ized positional embedding perform comparably to its sinusoidal counterpart, significantly

improving over the baseline for all language pairs except en→vi.
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TABLE 7.1

DEV BLEU SCORES FOR UNTIED POSITIONAL ATTENTION

Row gl→en sk→en en→vi en→he avg ∆

1 baseline 22.86 29.15 29.01 30.26 27.82 +0.0

2 untied-pos 26.33 30.14 28.79 30.79 29.01 +1.19

3 random-untied-pos 25.71 30.20 28.90 30.65 28.87 +1.05

To understand what patterns positional attention learns, we normalize then plot the val-

ues pqW ′
qW ′T

k pT
k for all position pairs i, j ∈ [0, 100]. We find in the case of self-attention,

some patterns are not easy to decipher but some clearly show the positional attention tends

to look in a close proximity for nearby subwords. An example is shown in Figure 7.1 for

decoder’s (top) and encoder’s (bottom) self-attentions. For cross-attention, every single

head has similar trend which follows along the diagonal as seen in Figure 7.2. We also

plot the target length versus source length as red dots in the same figure. We can see that

the positional attention follows the length plot closely which indicates that the positional

attention could be used to track the source sentence’s length. Finally, in both self- and

cross-attentions, we find both sinusoidal and randomly initialized positions tend to learn

similar patterns (left vs right in Figures 7.1 and 7.2). This, along with the similar perfor-

mance, indicates the type of positional encoding is probably not too important for untied

positional attention.

71



TABLE 7.2

TEST BLEU SCORES FOR UNTIED POSITIONAL ATTENTION

Row gl→en sk→en en→vi en→he avg ∆

1 baseline 20.73 30.32 32.72 28.06 27.96 +0.0

2 untied-pos 23.21† 31.13† 32.95 28.70† 29.00 +1.04

3 random-untied-pos 23.20† 31.35† 32.87 28.43† 28.97 +1.01

† = statistically significant improvement on the test set compared to baseline (p < 0.01).

7.4 Conclusion

In this chapter, we explore the untied positional attention in Transformer. Our exper-

iments demonstrate this simple change could significantly improve performance on low-

resource language pairs. Furthermore, untying positional attention from word attention

helps to reveal the patterns which the model learns from positions. This could potentially

help future study on model interpretability.
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Figure 7.1. Two learned patterns from self-attention in decoder (top) and encoder
(bottom) in untied-pos (left) and random-untied-pos (right).
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Figure 7.2. Positional attentions in untied-pos (left) and random-untied-pos
(right) seem to track source sentence lengths (red dots).
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CHAPTER 8

CONCLUSION

In this dissertation, I have covered some background on Neural Machine Translation

with a particular focus on the low-resource domain. Through existing contributions and

related work, I have demonstrated the weakness of vanilla NMT systems when dealing

with limited data. To address this problem, I have proposed several methods under the

theme of better data exploitation, better normalization, and better modeling to allow

us to successfully train strong NMT models for low-resource languages.

More specifically, we have seen in chapter 3 how to make use of relationship between

languages at subword-level to improve transfer learning from one language pair to another.

On the same topic of better data exploitation, I also study a simple data augmentation

method via concatenation in chapter 4 and validate its effectiveness in low-resource sce-

narios. On better normalization, I propose a simple `2-based normalization technique

called fixnorm in chapter 5 to address the rare-word mistranslation problem. This tech-

nique, first studied in the context of RNN-based models, is further extended to Transformer

in chapter 6. This also results in a new layer normalization method called SCALENORM

which is simpler, faster, and requires less parameters than the traditional Layer Normaliza-

tion. Regarding better modeling, I propose three different changes to NMT models. In

chapter 5, I design a lexical model which can improve translation for rare words such as

name entities. In chapter 6, I study the Transformer model and make various adjustments

to improve its training stability. Finally, in chapter 7, I show how untying the positional at-

tention in Transformer can lead to improved performance for low-resource translation and

better model interpretability.
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To close this work, I would like to briefly discuss two questions. First, with so many

techniques presented in this thesis, what is a recipe that I recommend for building a strong

NMT model for a low-resource language pair (LRP)? Second, what is the future of low-

resource NMT? To answer the first question, let us consider two scenarios: one in which

there exists a high-resource language pair (HRP) that is related to our LRP (e.g., Uzbek-

English as the HRP for Turkish-English), and one in which there is not such an HRP. In the

former case, the best practice I am aware of is transfer learning. As we have seen in chapter

3, we could build a NMT model for HRP then continue training on LRP. Furthermore,

related work on multilingual NMT [32, 23, 1, 55] has shown that we can simply train a

NMT system on the union of the LRP’s and the HRP’s data. However, if such an HRP

doesn’t exist, we have to rely on LRP. In this case, I would suggest building a Transformer

model as described in chapter 6 along with the data augmentation via concatenation as

studied in chapter 4.

To answer the second question, I think we need to consider two aspects of NMT: avail-

ability and usability. By availability, I mean that for any language pair, there should exist

a NMT model. At this level, the model might perform undesirably; it could potentially

translate only simple sentences. By usability, I mean the model must translate accurately

enough for casual communication. We need to get to availability first before considering

usability. I think the only way to reach availability for every low-resource language is via

unsupervised NMT [3], as this approach allows us to make use of monolingual data which

is often widely available or could be easily collected. To reach usability, however, I still

believe we must have a good amount of bitext data. Based on my experience, we should

aim for at least 100k but ideally 1M examples per language pair. Bitext mining approaches

[76] hopefully could help to lower the cost for data collecting. Nevertheless, we should

be careful of the quality of this kind of data, as it often contains either wrong translations

or harmful content [8]. Practically, we might have less data. In that case, we can always

improve the unsupervised NMT models using whatever bitext data that is available with
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methods explored in this thesis or in other work.

Needless to say, there is more to do to improve NMT in general and low-resource ma-

chine translation in particular. All the techniques discussed here are a part of that effort

and hopefully they will shed some light onto previous and future research. For example, we

know that multilingual training can improve translation performance for low-resource lan-

guages. Our study on language relatedness and transfer learning in chapter 3 can partially

help to explain why this is the case. While all the normalization techniques in chapters 5

and 6 are invented to address the rare word mistranslation issue, they can also be consid-

ered as empirical evidence for how normalization can impact optimization as studied by

Santurkar et al. [74]. The data augmentation method in chapter 4 represents a case in which

an intuitive explanation might not be the reason behind some improvement and better ex-

planations should be carefully sought out. Finally, a growing body of work is focusing on

interpretability of Deep Learning models, and they might benefit from the study in chapter

7. Overall, I anticipate future work can benefit from these techniques to bring Machine

Translation to more languages of the world.
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